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Deep Neural Network

L. Deng, J. Li, J. Huang, K. Yao, D. Yu, F. Seide, M. Seltzer,
G. Zweig, X. He, J. Williams, Y. Gong, and A. Acero.
“Recent advances of deep learning for speech research at
Microsoft,” ICASSP, 2013.



Deep Neural Network

• New optimization approaches
– Online stochastic gradient descent (BP)
– GPU training/testing
– Google DistBelief: distributed asynchronous 

update; parameter-dependent learning rate
– IBM Hessian-free approach. Second order 

semi-online optimization

NEW TYPES OF DEEP NEURAL NETWORK LEARNING FOR SPEECH RECOGNITION AND RELATED 
APPLICATIONS: AN OVERVIEW,  ICASSP 2013.



Deep Neural Network

• New optimization approaches (2)
– Gradient clipping & Nesterov acceleration, 

Montreal. 
– Dropout and sparsity, Toronto
– Rectify activations
– Search for hyper-parameters



Recurrent network



Recurrent network

A. Graves, A. Mohamed, and G. Hinton. “Speech recognition
with deep recurrent neural networks,” ICASSP, 2013.



Recurrent network

• Recurrent networks
– Long-Short-Term Memory(LSTM)
– Rectify activation & Dropout
– Leaky integration 
– Gradient clipping
– Output modeling
– Nesterov accelerated gradient (NAG)



Recurrent network

Yoshua Bengio, Nicolas Boulanger-Lewandowski, Razvan Pascanu, ADVANCES IN 
OPTIMIZING RECURRENT NETWORKS, ICASSP 2013. 



Convolutive DNN

T. Sainath, A. Mohamed, B. Kingsbury, B. Ramabhadran,
“Convolutional neural networks for LVCSR,” ICASSP, 2013



Convolutive DNN



Multilanguage Language Training



AUTOMATIC LOCALIZATION OF A LANGUAGE-INDEPENDENT 
SUB-NETWORK ON DEEP NEURAL NETWORKS TRAINED BY 
MULTI-LINGUAL SPEECH, Shigeki Matsuda et al. ICASSP 2013.



Multi Channel Training

L. Deng, J. Li, J. Huang, K. Yao, D. Yu, F. Seide, M. Seltzer,
G. Zweig, X. He, J. Williams, Y. Gong, and A. Acero.
“Recent advances of deep learning for speech research at
Microsoft,” ICASSP, 2013.



DNN Adaptation

• Affine transform: feature-space 
discriminative linear regression (fDLR), 
LDA

• Input transform, output transform, hidden 
transform

• KL regulation in adaptation



DNN Adaptation

L. Deng, J. Li, J. Huang, K. Yao, D. Yu, F. Seide, M. Seltzer,
G. Zweig, X. He, J. Williams, Y. Gong, and A. Acero.
“Recent advances of deep learning for speech research at
Microsoft,” ICASSP, 2013.



CNN Adaptation

Ossama Abdel-Hamid and Hui Jiang, Rapid and Effective Speaker 
Adaptation of Convolutional Neural Network
Based Models for Speech Recognition, IS 2013



RNN for Language Modeling



RNN for Language Modeling



SVD

Jan Xue, et al. Restructuring of Deep Neural Network Acoustic 
Models with Singular Value Decomposition, IS 2013



Fast I-vector approximation

Sandro Cumani, Fast and Memory Effective I-Vector Extraction using 
a Factorized Sub–space, IS2013



M-vectors

Anchor and UBM-Based Multi-Class MLLR M-Vector System for 
Speaker Verification, A.K. Sarkar, Claude Barras, IS2013



I-vector based short SV

Improving Short Utterance Based I-Vector Speaker Recognition 
Using Source and Utterance-Duration Normalization Techniques, 
IS2013



I-vector based short SV



Deep learning for SID

Combining Deep Speaker Specific Representations with GMM-SVM for
Speaker Verification, IS2013.


