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Improving Low-Resource Speech Recognition with Pretrained Speech Models: Continued Pretraining vs. Semi-Supervised 
Training

• Task
CoPT vs. SST on the XLSR-53 pretrained model in several low-resource languages 
• Motivation
finetuning dependent on the amount of in-language or similar-to-in-language data included in the pretraining 
dataset 
• Datasets
Build sets：Georgian, Farsi, Somali（36-65h） and Tagalog（150h）（CS NB TB）
BABEL sets：Georgian Tagalog （CS）
Youtube sets：For each language （ 1000 h ）
• Experiments 



• Summarize
CoPT provides similar to, or better, results than SST
CoPT and SST are complementary
CoPT performs best with in-domain data



Adaptive Activation Network for Low Resource Multilingual Speech Recognition

• Task
Adaptive activation network：cross-lingual learning、 multilingual learning
• Motivation
The existing models mostly established a bottleneck (BN) layer by pre-training on a large source language, and 
transferring to the low resource target language.
• Datasets
IARPA Babel： source (Guarani, Igbo, Lithuanian) target (Amharic, Cantonese) 
• Methods
Adaptive Activation Network：



Cross-lingual Learning Multilingual Learning



• Experiments：

• Summarize
introduced adaptive activation network to the low resource multilingual speech recognition
Propose a cross-lingual learning approach
Propose a multilingual learning approach, jointly the CTC loss + trace-norm function
Combine the cross-lingual learning and multilingual learning together



Combining Spectral and Self-Supervised Features for Low Resource Speech Recognition and Translation

• Task
learnable and interpretable framework to combine SF and SSL representations
• Motivation
the quality of SSL representations depends highly on the relatedness between the SSL training domain(s) 
and the target data domain
• Datasets
Totonac（10h）Arabic from Common voice (20h) Mboshi-French(4h)
• Methods
Feature extraction

Learnable combinations



• Experiments：


