This time I record a sample of ‘a’ as clean as possible and do again.

Here is the frequency spectrogram from Audacity:
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As can see, this sample is much cleaner then before.

Then I redraw the ‘changing route’ with the same method as before, one thing is different, that is I scale the X/Y-axis into the same range, so the converge can be easily showed, the result is as follows:

Input: 40-dim
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In the input figure, there is a small group(62th-73th) locating very far from others
First-layer: 400-dim
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The network starts to gather the distant small group, first the network unfolds them.
Second-layer: 400-dim
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Then the network starts to pull the distant group closer.
Third-layer: 400-dim
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Closer little by little.
Forth-layer: 400-dim
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The network pull them much closer.
Output: 478-dim
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Finally, the network gathers the whole points. 
As can be seen above, because of the same scale of each figure, it shows clearly that the network converges the points which share the same labels together little by little.

There is another interesting thing that I can analyse from the output-figure:

Each point has an arrow-in-line and an arrow-out-line, and the angle, especially the angle of the outside points around, can reflect the princle of the network, as can be seen from the output figure, among the outside points around, most of their ‘two-arrow-line-angles’ are much smaller than others, which means there is a ‘sharp’ transform happening when the network is identifying such frames, because the outside points can be not possibly identified as the same classification, but actually, they are the same classification, so the network should make a ‘sudden changing’ strategy, so the smaller angles of the outside points appear. 

How ‘smart’ the DNNs is! 

