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Towards End-to-end Unsupervised Speech Recognition



Completely Unsupervised Speech Recognition By A Generative Adversarial Network Harmonized With Iteratively 
Refined Hidden Markov Models



Unsupervised Speech Recognition

• wav2vec-U is a framework which
en ab l e s bu i l d i n g speech
recognition models without
labeled data. It embeds and
segments the speech audio with
self-supervised representations
from wav2vec 2.0, learns a
mapping to phonemes with
adversarial learning, and cross-
val idates hyper-parameter
choices as well as early stopping
with an unsupervised metric.



Towards End-to-end Unsupervised Speech Recognition

• However, existing methods still heavily rely
on hand-crafted pre-processing. We
introduce wav2vec-U 2.0 which does away
with all audio-side pre-processing and
improves accuracy through better
architecture.

• we introduce an auxiliary self-supervised
objective that ties model predictions back
to the input.



• An en d - t o - e n d a p p r o a c h f o r
unsupervised ASR is key to increasing
applicability to low-resource languages.
In this work, we move towards this goal
by removing the need for human-
engineered pre-processing and by
improving accuracy.


