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Deep Voice 2: Multi-Speaker Neural 
Text-to-Speech 

1. Segmentation model: CTC-based CNN-RNN 
2. Duration model: CRF 
3. Frequency model: predict silence/phone and F0 
4. Vocoder: WaveNet 
5. Speaker model: d-vector 



Speaker model:  
1. VCTK, 44 hours of speech, 108 speakers 
2. Baidu Internal, 477 spekers, 30 minutes for each 
 





Transfer Learning from Speaker Verification to 
Multispeaker Text-To-Speech Synthesis 

 

• D-vector speaker encoding 
• Tacotron2 
• VCTK and LibriSpeech 











Analyzing Hidden Representations in End-to-End Automatic 
Speech Recognition Systems 

Yonatan Belinkov and James Glass, MIT 
 

• CTC-based ASR system, Deep speech 2 architecture 

• Trained on libriSpeech 

• Train additional “prober” for each layer, for quick 
phone recognition on TIMIT. 









Houdini: Fooling Deep Structured Visual and Speech 
Recognition Models with Adversarial Examples 

Moustapha Cisse et al. Facebook 

• Traditionally an adverse sample is produced for individuals, by searching the most loss direction in the neighbor of 
a sample 

• Design for impact performance of tasks 



• Using a surrogate in the probability sense 

• Attach deepspeech 2 









What the eyes see and the ears hear, the mind believes. (Harry Houdini) 
How about voice watermarking? 



Fully Neural Network Based Speech Recognition on 
Mobile and Embedded Devices 

Jinhwan Park et al. Seoul National Univeristy 

• Full neural model: CTC linear RNN AM, 
character RNN LM, beam search 



• Reduce DRAM access by parallel RNN 













Unsupervised Cross-Modal Alignment of Speech and 
Text Embedding Spaces 
Yu-An Chung  et al. MIT 

• Unpaired speech and text data, training 
something to make text words and spoken 
words aligned 

• Skip-gram & Adversarial training 

• Low resource ASR 



• Speech2vec: segmentation, skip-gram, k-mean 

– This vector may contain both acoustic and 
semantic 

• Align word vec and speech vec, however how 
to do that without supervision? 



• Adversarial training 





Can be applied in spoken term  retrieval?  




