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Definition

• Lip Reading
• recognize what is being said from visual 

information alone

• Audio-visual Speech Recognition
• recognize what is being said from both 

audio and visual information

Viseme



Challenges

• Subject dependent factors
• speaker variation 

• Video quality factors
• pose variation

• unsynchronized audio & video

• Content-based factors
• homophones (same viseme but different phoneme)

• Single modality dominate

• ...



Pipeline of Lip Reading



Datasets



LRS dataset pipeline



Evaluation Metrics

• Error Rate
• PER (phoneme error rate)

• CER (character error rate)

• WER (word error rate)

• BLEU (BiLingual Evaluation Understudy)
• a Method for Automatic Evaluation of Machine Translation

BLEU: a Method for Automatic Evaluation of Machine Translation
http://www.aclweb.org/anthology/P02-1040.pdf

c is the length of the candidate translation 
r is the effective reference corpus length



Methods

Method Year WER on LRS3 Create Dataset Train on

LipNet 2016 GRID

WAS 2017 LRS LRS

TM-seq2seq 2018 58.9 LRS2-BBC, LRS3-TED MV-LRS, LRS2, LRS3

CTC-V2P 2018 55.1 LSVSR LSVSR

RNN-T 2019 33.6 YT YT

VTP 2021 30.7 TEDx_ext LRS2, LRS3, MV-LRS, TEDX_ext

AVHuBERT 2022 26.9 VoxCeleb2, LRS3



LipNet



WLAS



TM-seq2seq



CTC-V2P



RNN-T



VTP



AV-HuBERT



Conclusion

• It is critical to develop a better way to capture both spatial and 
temporal information

• It is (used to be) important to build a dataset
• a pipeline for pre-process is needed
• language variation, vocabulary variation, ...
• different video quality
• bigger dataset

• Training protocol is important
• curriculum learning
• pre-training
• avoid single modality dominates
• ...
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Method Year Paper Title PDF

LipNet 2016 LIPNET: END-TO-END SENTENCE-LEVEL LIPREADING https://arxiv.org/abs/1611.05358v2

WAS 2017 Lip Reading Sentences in the Wild https://arxiv.org/abs/1611.05358v2

TM-seq2seq 2018 Deep Audio-visual Speech Recognition https://arxiv.org/abs/1809.02108

CTC-V2P 2018 LARGE-SCALE VISUAL SPEECH RECOGNITION https://arxiv.org/abs/1807.05162

RNN-T 2019 RECURRENT NEURAL NETWORK TRANSDUCER FOR 
AUDIO-VISUAL SPEECH RECOGNITION

https://arxiv.org/abs/1911.04890

VTP 2021 Sub-word Level Lip Reading With Visual Attention https://arxiv.org/abs/2110.07603v2

AVHuBERT 2022 Robust Self-Supervised Audio-Visual Speech Recognition https://arxiv.org/abs/2201.01763
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