
IDVC 
(Inter dataset variability compensation)



Data

• The SWB dataset —— mismatched development dataset. 
• The MIXER dataset —— matched development dataset. 
• The NIST-2010 dataset —— evaluation dataset (train and test).



Motivation

•  Findings : 
• EER is cut by 50% by just doing proper centering motivates IDVC approach.

The NIST-2010 dataset —— evaluation dataset



•  Background : 
• Many times is a dismatch between the development data and the 

evaluation data.
• PLDA framework do not optimally cope with dataset shift.

• Ideal:
• Modeling dataset variation in the i-vector space.
• Compensating it as a pre-processing cleanup step.

• So we need IDVC!

Why we need IDVC ?



How to implement IDVC ?

1. The development data set (such as SWB) is divided into subsets.

2. For each subset all i-vectors are averaged.

3. Use PCA to find a basis for subspace spanned by the centers(12).

4. The subspace is removed from the development and evaluation 
data as a pre-processing stage.

     



Results 



Use extensions

•  Background : 
• To compensate inter-dataset variability attributed to additional PLDA 

hyper-parameters.

• Hypothesis : 
• Some directions in the i-vector space are more sensitive to dataset 

mismatch than other directions.

• Aim:
• Finding and removing a low-dimensional subspace which is spanned by 

directions in i-vector space which are relatively sensitive to dataset 
mismatch.



How to implement IDVC ?

•  Inter-dataset variability subspace estimation  : 

1. Partition the development dataset into n subsets.
2. Estimate PLDA hyper-parameters {µi , Bi , Wi} for each subset i. 
3. Estimate i-vector subspace Sµ corresponding to the set {µi} 
4. Estimate i-vector subspace Sw corresponding to the set {Wi} 
5. Estimate i-vector subspace SB corresponding to the set {Bi} 
6. Join subspaces to form a single subspace: S = Sµ ∪ Sw ∪ SB



• Estimating subspace Sw ：
1. For a set of n covariance matrices {Wi} we denote the mean of the set by W.
2. Whiten the i-vector space.
3. Compute  
4. Find the k largest eigenvalues of Ω. The corresponding eigenvectors span       
subspace Sw.

How to implement IDVC ?
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• PLDA training :
• Remove subspace S from the i-vectors of the development set. 
• Train PLDA using the standard scheme. 

•  PLDA scoring :
• Remove subspace S from the i-vectors of the evaluation set.

How to implement IDVC ?



Results 

•  Baseline:



Results 

The dimension for the µ 
subspace is 10.



Conclusion

• Efficient !

• Dataset shift in the i-vector domain.
• The variability in the PLDA hyper-parameters .


