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*  IEEE

• Motivation
• we cannot be sure if all the negative samples belong to the classes different from the positive sample’s class.

• non-contrastive methods, do not require negative samples, so they are free from the issue above.

• Methods
• DINO

• adapted a non contrastive self-supervised learning technique, DINO, first proposed in computer vision, 
to the speech domain for the self-supervised pre-trained model
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• Experiments
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• Methods
• MoCo speaker embedding system

• DINO speaker embedding system
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