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Referred papers
• Challenging Common Assumptions in the Unsupervised 

Learning of Disentangled Representations, ICML 2019



Related concepts
• Disentangled representation

• real-world data is generated by a few explanatory factors of variation
• factorization 
• contain all the information present in x in a compact and interpretable 

structure
• seperate dimensions, independent features

• Distributed vs Disentangled Representation
• High-dimensional vs low-dimensional
• Variational Autoencoders



 Two-step generative process
• P(z)
• P(x|z)



Inductive bias
The inductive bias (also known as learning bias) of a learning 
algorithm is the set of assumptions that the learner uses to 
predict outputs given inputs that it has not encountered.
• Maximum conditional independence
• Minimum cross-validation error
• Maximum margin
• Minimum description length
• Minimum features
• Nearest neighbors

https://en.wikipedia.org/wiki/Inductive_bias



Impossibility
• The unsupervised learning of disentangled representations is 

fundamentally impossible without inductive biases both on the 
considered learning approaches and the data sets.



Disentanglement example

Visualization of the ground-truth factors of the Shapes3D data set: Floor color (upper left), wall color 
(upper middle), object color (upper right), object size (bottom left), object shape (bottom middle), and 
camera angle (bottom right).

https://ai.googleblog.com/2019/04/evaluating-unsupervised-learning-of.html



Disentanglement example

https://ai.googleblog.com/2019/04/evaluating-unsupervised-learning-of.html

10-dimensional representation vector. The ground-truth factors wall and floor color as well as rotation of 
the camera are disentangled (see top right, top center and bottom center panels), while the ground-truth 
factors object shape, size and color are entangled (see top left and the two bottom left images).



Impossibility



Impossibility



Methods: VAE + regularizer



Metrics



Can current methods enforce a uncorrelated
aggregated posterior and representation?

 It is not clear whether a 
factorizing aggregated
posterior also ensures that the 
dimensions of the mean 
representation are uncorrelated.

Mean vector of the 
Gaussian encoder as
the representation 
vs
Sample from the 
Gaussian encoder



How much do the disentanglement metrics 
agree?
• All disentanglement metrics except Modular ity appear to be 

correlated. However, the level of correlation changes between 
different data sets.



How important are different models and
hyperparameters for disentanglement?
• how disentanglement is affected by the model choice, the 

hyperparameter selection and randomness (in the form of 
different random seeds).



How important are different models and
hyperparameters for disentanglement?

The disentanglement scores of unsupervised
models are heavily influenced by randomness (in the form
of the random seed) and the choice of the hyperparameter
(in the form of the regularization strength). The objective
function appears to have less impact.



Are there reliable recipes for model selection?

• Hyperparameter selection
• No consistent model, object function, hyperparameter

• Model selection based on unsupervised scores.
• reconstruction error, the KL divergence, ELBO, ...
• unlikely to be successful in practice

• Hyperparameter selection based on transfer.
• Transfer of good hyperparameters between metrics and data sets 

does not seem to work as there appears to be no unsupervised way to 
distinguish between good and bad random seeds on the target task.



Are these disentangled representations 
useful for downstream tasks in terms of the 
sample complexity of learning?
•  recover the true factors of variations from the learned 

representation using either multi-class logistic regression (LR) 
or gradient boosted trees (GBT).

• the lack of concrete examples of useful disentangled 
representations necessitates that future work on 
disentanglement methods should make this point more explicit.


