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• Introduction

• Task 

to classify documents into predefined classes

• Relevant Technologies

Text Clustering, Information retrieval,

Information filtering , Information Extraction.

• Application

QA, Categorize newspaper articles and newswires into topics.

Organize Web pages into hierarchical categories.

Sort journals and abstracts by subject categories
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• Approaches

•  Rule-based

Rule 1:  "ball" ∈ d → 𝑡 𝑑 = 𝑠𝑝𝑜𝑟𝑡𝑠

Rule 2:  "ball" ∈d & "dance" ∉ d & game ∈ 𝑑 & "𝑝𝑙𝑎𝑦" ∈ 𝑑 → 𝑡 𝑑 = 𝑠𝑝𝑜𝑟𝑡𝑠

•  Machine learning-based

• Text preprocessing

removing stop word and predefined words

• Feature Extraction

TF-IDF(Bag-of-word), LDA, LSI, word2vec

• Classifier Construction

Native Bayes , KNN , SVM

• Classifier Evaluation
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• Introduction

• Each topic is a distribution over words

• Each document is a mixture of corpus-wide topics

• Each word is drawn from one of those topics
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• Model

• Topic Function

• Document Function

• Corpus Function

The goal of training is to get the 𝛼 and 𝛽 when the corpus function get the maximum value.

• Predict
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• Document Vector

• The topic distribution in a document

𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑣𝑒𝑐𝑡𝑜𝑟 = 𝜃 = [T1, T2⋯T𝐾]

where T𝑘 𝑖𝑠 𝑡ℎ𝑒 𝑝𝑟𝑜𝑏𝑙𝑖𝑡𝑦 𝑜𝑓 𝑘𝑖ℎ𝑡𝑜𝑝𝑖𝑐 𝑖𝑛 𝑎 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡

•    Problem

•  Learning structure is uncertain

•  LDA is  sensitive with initial value

• High computational complexity

• loss semantic information that lda don’t consider the word sequence
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• One-hot Representation

dog => [0 0 0 0 1 0 0 0 0 0 0]

cat =>  [1 0 0 0 0 0 0 0 0 0 0]

• Distributed Representation

dog => [0.792 -0.177 0.98 -0.9 …..]

cat => [0.76 0.12 -0.54 0.9 0.65 ….]

•    Method

NNLM:

C&W:

M&H: Log-Bilinear /Hierarchical Log-Bilinear Model

RNNLM:

Huang: add document information

Glove:
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• Google Word2vec

• Skip-gram

where 𝑤1, 𝑤2⋯𝑤𝑇 is sequence  words ,c is 

size of contenx.

where 𝑣𝑤 𝑎𝑛𝑑 𝑣𝑤
′ are the input and output vector representation. 

w is the number of words in the vocabulary.
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• Document Vector

𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑣𝑒𝑐𝑡𝑜𝑟 =
1

|𝑑|
 𝑤∈𝑑 𝑐𝑤

where |d| is the number of words in the document. 𝑐𝑤 is the word vector of w.
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• Data

SogouLab :

1. car, economics, IT, health, sports, travel, education, Recruitment , culture and military

2. train:14301(65M),test:1809

w2v:   train word vector on People's Daily(5G)

w2v-ex:  train word vector on train data of SougouLab(65M)

•    Tool

segment word : http://www.xunsearch.com/scws/index.php

word2vec: https://code.google.com/p/word2vec

classifier/weka: http://www.cs.waikato.ac.nz/ml/weka

LDA: http://www.cs.princeton.edu/ blei/lda-c
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• Different dimensions of LDA and w2v

Document Classification-Experiment

• The w2v get higher accuracy than LDA

• The w2v is more stable than LDA

• The w2v need more data with higher dimension

w2v:   train word vector on People's Daily(5G)

w2v-ex:  train word vector on train data of SougouLab(65M)

lda: train lda on train data of SougouLab
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• Different classification task

• w2v is equal with LDA from 2-classes to 4-classes

• w2v get higher accuracy from 5-classes to 9-classes

• w2v is more general 
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w2v:   train word vector on People's Daily(5G)

w2v-ex:  train word vector on train data of SougouLab

lda: train lda on train data of SougouLab
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• Different classes Accuracy

• w2v is more stable

Document Classification-Experiment

w2v:   train word vector on People's Daily(5G)

w2v-ex:  train word vector on train data of SougouLab

lda: train lda on train data of SougouLab
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• Efficiency

Document Classification-Experiment
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• Conclusion

• Introduce the word vector to document classification and analysis the different of semantic                  

generation between word vector and LDA.

• Experiment show that document classification based on word vector superior to LDA in 

classifier accuracy, computational complexity , scalability field, processing capacity

in complex classification task and representation of content.
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Question and answer
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• Introduction

• Document Vector

𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑣𝑒𝑐𝑡𝑜𝑟 = [T1, T2⋯T𝐾]

where 𝑇𝑗 = 𝑛 × log(
𝑀

𝑚
), n is TF, M/m is IDF.
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• Approaches

•  Rule-based

Rule 1:  "ball" ∈ d → 𝑡 𝑑 = 𝑠𝑝𝑜𝑟𝑡𝑠

Rule 2:  "ball" ∈d & "dance" ∉ d & game ∈ 𝑑 & "𝑝𝑙𝑎𝑦" ∈ 𝑑 → 𝑡 𝑑 = 𝑠𝑝𝑜𝑟𝑡𝑠

•  Machine learning-based

• Text preprocessing

removing stop word and predefined words

• Feature Extraction

TF-IDF(Bag-of-word), LDA, LSI, word2vec

• Classifier Construction

Native Bayes , KNN , SVM

• Classifier Evaluation
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