
Machine Learning Paradigms for 
Speech Recognition 

Dong Wang 

Borrowed from Deng’s TASLP 2013 
paper 



ML and ASR 

• ML introduces interesting ideas to ASR 

• ASR is a large test bed for ML 

• Some techniques are from ASR to ML 
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• II.A Fundamentals 
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Background 

• II.B Speech recognition: a structured sequence 
classification problem in machine learning 

• II.C A high level summary of machine learning 
paradigms 





III. Generative Learning 

• Generative learning: 

– Use a generative model and 

– Objective function is based on joint likelihood loss 
defined on the generative model 

• Discriminative learning 

– Using a discriminative model or 

– Applying a discriminative training objective 
function to a generative model 



III. Generative Learning 

• III.A Models 

 

– A simple form of generative model leads to simple 
decision boundary, e.g., LDA 

– Naïve bayes 

– Latent variables can model more complex 
distributions, pLSA, LDA, GMM 

– Graphical model: directed (HMM) and undirected 
models (MRF). 

 



III. Generative Learning 

• III.B Loss function 

 

 

– Factorization 

– MLE training (a) structure correct (b)training data 
from the true distribution (c) training data is 
infinite 



III. Generative Learning 

• III. C generative learning in speech recognition 
– HMM/GMM 

– Baum-welch learning 

 

 

 

– State tying 

 

 

– PMC, VTS 



III. Generative Learning 

• III.D Trajectory/Segment models 

– Capture dynamic properties of speech in the 
temporal dimension more faithfully than HMM 

– Stochastic segmentations, trajectory segmental 
model, trjactory HMM, hidden dynamic models 

– Some temporal trajectory structure built into the 
mdoels 

 



III. Generative Learning 

• III.D Trajectory/Segment models 

 

 

 
– Difficulties 

• No much science on articulatory mechanism 

• Just generative models 

• No-parametric Bayesian not well studied 

• Limited model assumptions. Isolated dynamic. More 
Bayesian approach is required 

 



III. Generative Learning 

• Dynamic graphical models 

 



IV. Discriminative learning 

• IV.A Models 

 

• MLP or log linear 

 

 

 

• Margin  

 



IV. Discriminative learning 

• IV.B. Loss functions 

– Probability-based Loss 

 

 

 

 

 

– Margin-based Loss 

 



IV. Discriminative learning 



IV. Discriminative learning 

• MCE and multi-class hinge 

 



IV. Discriminative learning 

• IV.C discriminative learning in speech 
recognition 
– Models: MEMM, CRF, hidden CRF, MLP 

(generative models), decision boundary, SVM-
HMM 

– Conditional likelihood 

 

 

– Bayesian minimum Risk 
• MCW, MPE, MWE 



IV. Discriminative learning 

• Large Margin 

 



IV. Discriminative learning 

• IV.D Discriminative learning for HMM and 
related generative model 

– MMI, MCE, MWE, MPE 

– fMPE 

• IV.E Hybrid generative-discriminative learning  

– Generative model for feature extraction, 
discriminative model for classification 

– Fisher kernel 



V. semi-supervised learning 

• V.C. semi-supervised learning 

– Inductive approaches 

 



V. semi-supervised learning 

• V.C: transductive approaches  

 

 



V. semi-supervised learning 

• V.D. semi-supervised learning in speech 
recognition 

• V.E. Active learning 

– Uncertainty sampling 

– Query-by-committee 

– Exploiting structure in data 

– Submodular active selection: diminishing return 

 



VI. Transfer Learning 

• VI.A. Homogeneous transfer 

– 1) data combination 

– 2) model adaptation 

 



VI. Transfer learning 

• VI.B. homogeneous transfer in speech 
recognition 

– MAP, MLLR, SAT 

• VI.C heterogeneous transfer 

– Map directly 

– Map to latent space 

• VI.D multi-task learning 

 



VI. Transfer learning 

• VI.E. heterogeneous and multi-task learning in 
ASR 

– Audio-visual recognition 

– Talking head 

– Articulatory learning 

– EEG 

– Cross lingual 

 



VII. Emerging methods 

• Deep learning 

• Sparse representation 

– Sparse representation and signal recovery 

– Relevance vector machine and relevance 
detection 

 



VIII. Conclusions 

• A lost need to be learned from ML for ASR 

• Care should be taken when learning from ML 

• ASR and ML combination foster new ideas 


