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ArcFace: Additive Angular Margin Loss for Deep Face Recognition
* Imperial College London

• Motivation
• Propose an Additive Angular Margin Loss (ArcFace) to obtain highly discriminative features for face 

recognition
• ArcFace consistently outperforms the state-of-the-art and can be easily implemented with negligible 

computational overhead

• Datasets



• Methods
• Additive Angular Margin Loss

• Comparison with SphereFace and CosFace

ArcFace: Additive Angular Margin Loss for Deep Face Recognition
* Imperial College London



• Methods

ArcFace: Additive Angular Margin Loss for Deep Face Recognition
* Imperial College London



• Methods
• Other Losses

• Intra-Loss

• Inter-Loss

• Triplet-loss
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iQIYI-VID: A Large Dataset for Multi-modal Person Identification

• Motivation
• Traditional research, such as face recognition, person re-identification, and speaker 

recognition, often focuses on a single modal of information, which is inadequate to 
handle all the situations in practice

• Multimodal person identification is a more promising way that we can jointly utilize face, 
head, body, audio features, and so on

• Pipeline
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• Pipeline
• Extracting video clips

• Each raw video is segmented into shots according to the dissimilarity between consecutive frames
• Automatic filtering by head detection.

• A valid frame is defined as a frame in which only one head is detected, or the biggest head is three 
times larger than the other heads. A valid clip is defined as a clip whose valid frames exceed a ratio of 
30%.

• Obtaining candidate clips for each identity
• We cluster the clips from the same video by the faces and clothes information. The face and clothes in 

each frame are paired according to their relative position, and the identities of faces are propagated to 
the clothes with the face-clothes pairs. After that, each clothes cluster can get an ID through majority 
voting. 

• Final manual filtering
• All clusters of clips are cleaned by a manual annotation process. The manual labeling was repeated 

twice by different labelers to ensure a high quality.
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• Details
• It is composed of 600K video clips of 5,000 celebrities.These video clips are extracted from 

400K hours of online videos of various types, ranging from movies, variety shows, TV 
series, to news broadcasting
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• Method

• Face
• SSH、ArcFace

• Head
• YOLO V2、ArcFace

• Body
• SSH、Alignedreid++

• Audio
• ResNet34
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• Method
• Multi-modal Attention module (MMA)
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• Results
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• Cases
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