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BAIDU'S NEW MODEL
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ALGORITHMS
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the word-embedding layer I, the recurrent layer and the image representation. For the image rep-

resentation, here we use the activation of the 7% layer of AlexNet (Krizhevsky et al. (2012)) or 150
layer of VggNet (Simonyan & Zisserman (2014)), though our framework can use any image fea-
tures. We map the activation of the three layers to the same multimodal feature space and add them
together to obtain the activation of the multimodal layer:

m(t) = 92 (Vw ’ W(t) & VT‘ ! I‘(t) + VI ) I)a (3)

where “+” denotes element-wise addition, m denotes the multimodal layer feature vector, I denotes
the image feature. go(.) is the element-wise scaled hyperbolic tangent function (LeCun et al. (2012)):

g2(z) = 1.7159 - tanh(%x) 4

This function forces the gradients into the most non-linear value range and leads to a faster the
training process than the basic hyperbolic tangent function.
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MODEL COMPARE
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RESULTS

1. Tourists are sitting at a long table with
beer bottles on it in a rather dark restaurant
and are raising their bierglaeser;

2. Tourists are sitting at a long table with a
white table-cloth in a somewhat dark
restaurant;

1 A dry landscape w1th hght brown
grass and green shrubs and trees in the
foreground and large reddish-brown
rocks and a blue sky in the background;
2. A few bushes at the bottom and a
clear sky in the background;

Tourists are sitting at a long table
with a white table cloth and are
eating;

A dry landscape with green trees and
bushes and light brown grass in the
foreground and reddish-brown round rock
domes and a blue sky in the background;
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DATASET

Image
, NIGRERT AR ? WER R AT i EBR T AUMSNEH A5
Question  What is the color of the bus? ~ What is there in yellow? What is there on the grass, except
the person?
Answer | AFTCRERLAM, F ¥,

The bus is red. Bananas. Sheep.
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1 What is the boy in green cap doing?  Is there any person Is the computer on the right hand What is the color of the frisbee? =~ Why does the bus park there?
in the image? or left hand side of the gentleman?
M TEBTHAR - fi. AFW. e, e YERE .
He is playing skateboard. Yes. On the right hand side. Yellow. Preparing for repair.
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0 What is the texture of the sofa in Is the man trying to How many layers are What are the people doing? What does it indicate when the phone,
the room? buy vegetables? there for the cake? mouse and laptop are placed together?
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Cloth. Yes. Six. Walking with umbrellas. Their owner is tired and sleeping.
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Where is this? Is this guy playing tennis? What kind of food is this? Where is the computer?
XA B B o podiofe = ERTE.

This is the kitchen room. Yes. Pizza. On the desk.

Figure 5: The sample generated questions by our model and their answers.




FAILED GASE

IMEFETFAHA? XA BTEFHAKR? XRHAZE? AL EFERTE?
What is the handsome boy doing? What is there in the image? Which fruit is there in the plate? = What is the type of the vehicle? = Why does the bus park there?
FEIN KA BEERDE ERMET ARRE. £ 4.

Trying to catch the frisbee. Horses on the grassland. Apples and oranges. Bus. Preparing for repair.

R . XS HEENET . KE, <O0V>,

Surfing. They are buffalos. Bananas and oranges. Train. <OOV> (I do not know.)

Figure 6: Failure cases of our mQA model on the FM-IQA dataset.
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Image
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What is in the plate? What is the dog doing? Where is the cat? What is there in the image?  What is the type of the vehicle?
Answer  BY. FEMIR KE. XRER. KE
food. Surfing in the sea. On the bed. There is a clock. Train.

Figure 4: Random examples of the answers generated by the mQA model with score “1” given by
the human judges.




RESULTS

Visual Turing Test Human Rated Scores
Pass Fail Pass Rate (%) 2 1 0 Avg. Score
Human 948 52 94.8 927 64 9 1.918
blind-QA | 340 660 34.0 E - - -
mQA 647 353 64.7 628 198 174 1.454

Table 1: The results of our mQA model for our FM-IQA dataset.
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