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Ensemble

• Model average
• Get a set of classifiers 𝑓1(𝑥), 𝑓2(𝑥), 𝑓3(𝑥), ......
• Average all the 𝑓𝑖 to 𝐹



No Free Lunch

Generalizability

Representability



Two major approaches

• Bagging
• Decision Tree -> Random Forest
• Reducing Variance

• Boosting
• AdaBoost
• Sequential learning process
• Combining weak learners into a 

stronger one.



Distillation

• Distilling the Knowledge in a Neural Network. Geoffrey Hinton, etc. 
2015.

• Logits, Feature, Attention, Relation ......



Ensemble in deep learning

• Guarantees
• A few independently NNs are trained.
• All the NNs have the same architecture and are trained using the same

training algorithm over the same training data set.
• The only difference is the randomness used to initialize these NNs 

and/or the randomness during training.
• The ensemble model is obtained by merely taking an unweighted 

average the output of these independently trained NNs.



Empirical results



Two theoretical questions



Ensemble in Deep Learning v.s. Ensemble of 
Feature Mappings
• Model averaging (i.e., ensemble) in deep learning works very 

differently from model averaging in random feature mappings.

• Random feature mappings





Evidence 1

• In actual deep learning, ensemble does not enlarge feature 
space: an individual model f(x) is still capable of learning the 
features of the ensemble model.

• What is the dark knowledge hidden in the output of ensemble 
comparing to the original label?

• To understand the benefit of ensemble and knowledge distillation 
in deep learning, it is perhaps inevitable to study deep learning as 
a feature learning process, instead of feature selection process.



Ensemble in Deep Learning: a Feature 
Learning Process



Evidence 2

• Ensemble in DL might not improve test accuracy when inputs are 
Gaussian-like.

• Data structure is very important.



Learning Multi-View Data

• Consider a binary classification problem 
• four features: v1, v2, v3, v4.
• v1, v2 correspond to the first class label.
• v3, v4 correspond to the second class label. Multi-view data









Generality of our multi-view hypothesis





On the theory side



Conclusions

• Ensemble in deep learning is a feature learning process.

• This feature learning depends on the structure of data.

• This structure refers to as ‘multi-view’.



Discussions

• For knowledge distillation, an individual model is forced to learn 
multi-view features (‘dark knowledge’ hidden in the ensemble 
model) to the logits/features by a soft label refinery.

• For data augmentation, it is another way to enforce the NNs to 
learn ‘multi-views’. However, it focuses on the raw input data by 
random cropping.

• Can we use ensemble and distillation to improve the performance 
on multi-genre or other difficult SRE tasks ?


