
INTERSPEECH 2020
(Speaker recognition)



Overview

• Attentive pooling and aggregation occupy the most.
• Dual, Vector-based, Hierarchical, Bidirectional, Positive-wise, Character-

level, mask-pooling, etc.
• Segment, Multi-scale aggregation

• A few scraps focus on training objective …
• Dynamic margin softmax, Angular margin centroid



Overview

• New directions
• Audio-visual speaker recognition
• SSL (APC)
• Speech enhancement / quality estimation
• Interactive training with reinforcement learning



Why Did the x-Vector System Miss a Target Speaker?
Impact of Acoustic Mismatch Upon Target Score on 

VoxCeleb Data

Rosa Gonzalez Hautamaki and Tomi Kinnunen



Problem

• Why does a given ASV system miss (reject) a target speaker?

• Analyses
• Predictions on average.
• Open-world setting
• Unlimited unknown variations.



Idea

• To model the dependency of ASV detection score upon acoustic 
mismatch of the enrollment and test utterances.



Methods



Acoustic features



Conclusions



Thinking

• How to interpret the ASV score especially predicted through 
deep neural networks (DNNs) ?

• How to build an explainable ASV system ?

• From speech signal analysis
• Which acoustic feature makes the score strange ?

• From speech information analysis
• Which information factor makes the score strange ?



Intra-class variation reduction of speaker representation
in disentanglement framework

Yoohwan Kwon, Soo-Whan Chung and Hong-Goo



Motivation

• Current speaker embedding still include speaker-unrelated 
information.

• To disentangle the embeddings with the use of relevant and 
irrelevant speaker information



Disentangled feature learning



Methods



Training objective



Experimental results



Thinking

• Flow-based disentanglement learning ?
• Not only preserve overall information, but also constrain distribution 

property.

• Can we include both speaker and phonetic labels, and build a 
factorization model.
• The MI and IC criteria may improve the performance of voice conversion.


