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Content

• Learning with Information

• MI estimation



How two variables are related?

• Correlation (CCA)?

• Predictability?



Mutual Information



Mutual Information



Graphical representation



How if we know MI

• Make the representation more 
representative

• Make the representation more 
disentangled

• Make the representation more concise



How to estimate MI?

• Counting: count N(x,y) and N(x) and N(y)

• Kernel based: computing simility based on kernel

• likelihood: computing p(y|x) and p(y), by function approximation

Tsai et al., Neural Methods for Point-wise Dependency Estimation, NIPS 2020.



Estimate by maximize lower bound

• Design a function q(x|y), and then construct a lower bound of MI.

Poole et al., On Variational Bounds of Mutual Information, ICML 2019.



Example in infoGAN

• Chen et al., InfoGAN: Interpretable Representation Learning by Information Maximizing Generative Adversarial Nets, NIPS 2016.
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Other bounds

Poole et al., On Variational Bounds of Mutual Information, ICML 2019.



Point-wise estimation

• Having point-wise MI f(x,y)=log p(x,y)/p(x)p(y) or relevance 
r(x,y)=p(x,y)/p(x)p(y), it is possible to estimate the entire MI.

Tsai et al., Neural Methods for Point-wise Dependency Estimation, NIPS 2020.



Ponit-wise estimation: Variational Bounds

• Use JS bound, once optimized, obtain the optimal PMI function

Tsai et al., Neural Methods for Point-wise Dependency Estimation, NIPS 2020.



Point-wise estimation: Density matching

• Matching p(x,y) in terms of KL distance.

• Once optimized, obtain the PMI function

Tsai et al., Neural Methods for Point-wise Dependency Estimation, NIPS 2020.



Point-wise estimation: Probabilistic Classifier 
Method
• Cast the problem of relevance computing to a discrimination task, to classify if (x,y) are from the true joint distribution.

• C denotes the class: C=1 means from true distribution, C=0 means from noise.

Tsai et al., Neural Methods for Point-wise Dependency Estimation, NIPS 2020.



Point-wise estimation: Density-Ratio Fitting 
Method
• Estimate the relevance directly

Tsai et al., Neural Methods for Point-wise Dependency Estimation, NIPS 2020.



Experiment1: MI approximation

Tsai et al., Neural Methods for Point-wise Dependency Estimation, NIPS 2020.



Experiment 2: Self supervised representation 
learning



Experiment 2: Self supervised representation 
learning



Experiment 3: Cross-modal Learning

• Match audio feature and video feature, using probabilistic classifier



Experiment 4: Disentangled representation

• Train a Max MI system with some constraints (important!)
• Let the code sets share no information

Poole et al., On Variational Bounds of Mutual Information, ICML 2019.



Experiment 4: Disentangled representation

Poole et al., On Variational Bounds of Mutual Information, ICML 2019.



Discussion: MI and supervised learning
• Learning q(y|x) that maximize the lowerbound of MI.

• The optimal q(y|x) is p(y|x), by which the lower bound is tight.

• This is equal to the CE loss if y is the target label and x is the input feature.

• This means that CE can be used to perform MI estimation, as in infoGAN.

• This also explains the revers gradient in domain advesarial training (e.g., making the code less sensitive to domains). Once the classifier is well 
trained by CE on the domain label, it estimates MI of the code and the domain label, hopefully. Fixing the classifier and reversing the gradient 
makes the code and the domain label has a lower MI, i.e., less dependent. Note that since the reverse gradient ‘decrease the LOWER bound 
parameterized by q that was estimated with the old data’, it is not necessarily decrease the true MI really, though there is possibility.



Discussion: MI in representation learning

• We certainly want to learn representation y that can ‘represent’ x.

• How it means? By maximizing MI, it means y can be predicted from x 
with less uncertainty. Note MI(X,Y) = H(Y) - H(Y|X) 

• But only MI does not mean a better representation. E.g., a simple 
invertible function leads to perfect representation, and MI(X,Y)=H(Y). 



Discussion: MI in representation learning

• Bias is required to generate reasonable 
reprentation

• VAE: Bottleneck, discard some trivial information

• beta-VAE: control the strength of the information 
propagated to the code

• DC-IGN: clamp certain factors

• InfoGAN: Maximum MI on partial codes

• The information flow should be carefully 
designed (dimension control is not enough) 

• Using multiple objectives is important

• Kulkarni et al., Deep Convolutional Inverse Graphics Network, 2015.
• Higgins, β-VAE: LEARNING BASIC VISUAL CONCEPTS WITH A CONSTRAINED VARIATIONAL FRAMEWORK, 2017



Conclusions

• Mutual information is an important measure/criterion in learning good 
representations. 

• MI can be computed in a point-wise. 

• MI is closely related to ML and contrastive learning. 


