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Introduction

* What is “Memory”?
* Why do we want “Memoryless”?

* How to achieve that goal?
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* What is “Memory”?

* Latent Semantic Indexing(LSI) [1]
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* Probabilistic Latent Semantic Indexing(PLSI)[2]
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Introduction

* Why “Memoryless”?



Introduction

e How to achieve?

* Word vector poolingia

e Shortcoming: Does not involve pooling in model training, which leads to mismatch between word vector
learning and document vector producing.

* Memoryless Document Vector



Memoryless Document Vector
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Experiments

* Datasets

* Webkb, reuters 8, 20 newsgroup
e SST, IMDB

* Setup
 Topic classification tasks with 50 and 200 dimensions.
* Sentiment classification tasks with 100 and 400 dimensions.
* Logistic regression classifier.



Results

Accuracy 20ng Webkb SST IMDB
50 [ 200 | 50 | 200 | 50 | 200 | 100 | 400 | 100 | 400
LSI 964 | 97.2 | 75.3 | 78.1 | 87.1 | 90.3 | 36.1 | 39.5 | 86.0 | 87.3
LDA 94.1 | 945 | 67.8 | 73.2 | 82.0 | 86.5 | 30.3 | 29.8 | 83.6 | 83.6
DocNADE 053|964 | 72.6 | 76.2 | 84.4 | 86.9 | 22.6 | 22.6 | 86.2 | 87.2
Skip-gram Pooling 96.3 | 96.5 | 75.4 | 78.1 | 86.4 | 86.8 | 37.1 | 38.7 | 86.6 | 86.7
PV-DBOW(our imp.) | 96.1 | 95.3 | 75.2 | 76.2 | 89.6 | 90.0 | 34.0 | 36.8 | 82.9 | 85.8
MLDV 96.5 | 96.8 | 75.7 | 78.1 | 89.4 | 90.2 | 37.4 | 38.3 | 87.8 | 87.5
+initialization 96.0 | 96.7 | 76.5 | 79.2 | 89.3 | 90.7 | 37.6 | 39.9 | 88.0 | 88.2




Conclusion

Raise up the memory issue of conventional document representation methods and
then propose a simple yet effective method for document representation to nail it.
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Thank you.



