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TiBERT: Tibetan Pre-trained Language Model

• To better express the semantic information of Tibetan and reduce the 
problem of OOV, this paper uses the unigram language model of 
Sentencepiece to segment Tibetan words and constructs a vocabulary 
that can cover 99.95% of the words in the corpus.

• To further promote the development of various downstream tasks of 
Tibetan natural language processing, this paper collected a large-scale 
Tibetan dataset and trained the monolingual Tibetan pre-trained 
language model named TiBERT.

• To evaluate the performance of TiBERT, this paper conducts 
comparative experiments on the two downstream tasks of text 
classification and question generation. The experimental results show 
that the TiBERT is effective.



TiBERT: Tibetan Pre-trained Language Model

• Tibetan data from 21 Tibetan websites including Tibet Peo ple’s 
Network and Qinghai Provincial People’s Government Network

• The data contains knowledge in various fields such as current affairs, 
economy, technology, society, law, sports, life, nature, culture, 
geography, art, military, educa_x0002_tion, history, and people
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Quantifying Language Variation Acoustically with Few 
Resources

• 10 words (armen: ‘arms’,deeg: ‘dough’, draden: ‘wires’, 
duiven: ‘pigeons’,naalden: ‘needles’, ogen: ‘eyes’, pijpen: 
‘pipes’,tangen: ‘pliers’, volk: ‘people’, vuur: ‘fire’)

• pro nounced in 106 locations in the Netherlands. On average, the 
duration of these 10 words is only 6.3 seconds for each location.
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Automatic Pronunciation Assessment using Self-Supervised Speech
Representation Learning
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CATEGORICAL REPARAMETERIZATION WITH 
GUMBEL-SOFTMAX
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