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Abstract



•What does Text understanding consist?
– Consist in reading texts formed in natural languages.
– Consist in determining the explicit or implicit meaning of 

each elements such as words, phrases, sentences and 
paragraphs.

– Consist in making inferences about the implicit or explicit 
properties of these texts.
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•Disadvantages of Traditional methods of Text 
understanding 

– Prior knowledge is required and not cheap.
    ( They need to pre-define a dictionary of interested words, etc.)
– Work well enough when applied to a narrowly defined 

domain.
– Specialized to a particular language.
    ( They need structural parser for specific language.) 
– After applying word2vector, there are still some 

engineered layers to represent structures such as words, 
phrases and sentences
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•Contributions of this paper 
– ConvNets do not require knowledge of words – working with 

characters is fine.
– ConvNets do not require knowledge of syntax or semantic 

structures – inference directly to high-level targets is fine.
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•Motivation of this paper
– Our approach is partly inspired by ConvNet’s success in
    computer vision. It has outstanding performance in various
    image recognition tasks. 
– These successful results usually involve some end-to-end 

ConvNet model that learns hierarchical representation 
from raw pixels.

– ConvNets Similarly, we hypothesize that when trained from 
raw characters, temporal ConvNet is able to learn the 
hierarchical representations of words, phrases and 
sentences in order to understand text.
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•Character quantization
– Encode 69 characters:  

abcdefghijklmnopqrstuvwxyz0123456789-,;.!?:’’’/\|_@#$%ˆ
& * ˜‘+-=<>()[]{}

– “a”: {1,0,0,…,0}  “b”:{0,1,…,0}  “)”: {0,…,1,0,0,0,0}
    The dimension of these vectorc is 69.
    Other characters including blank characters are quantized     
    as all-zero vectors.
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The binary expression of 
“International Conference on Machine Learning”

Inspired by (RSTM)work, 
we quantize characters 
in backward order.



•Model Design
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The input have number of frames equal to 69 due 
to our character quantization method, and the length 

of each frame is dependent on the problem.



•Model Design
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•Model Design
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•Data Augmentation using Thesaurus
– Image recognition a model should have some controlled
    invariance towards changes in translating, scaling,   
    rotating and flipping of the input image.
– Similarly, in speech recognition we usually augment data by 

adding artificial noise background and changing the tone 
or speed of speech signal.

– In terms of texts, the most natural choice in data augmentation 
for us is to replace words or phrases with their synonyms 
because the exact order of characters may form rigorous 
syntactic and semantic meaning.
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•Comparison Model
– Bag of Words

– wore2vec
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•DBpedia Ontology Classification
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•DBpedia Ontology Classification
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•Amazon Review Sentiment Analysis
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•Amazon Review Sentiment Analysis
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•Yahoo! Answers Topic Classification
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•Yahoo! Answers Topic Classification
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•News Categorization in English
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•News Categorization in English
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•News Categorization in Chinese
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•News Categorization in Chinese
– The romanization or latinization form we have used is 

Pinyin, which is a phonetic system for transcribing the 
Mandarin pronunciations. 

– During this procedure, we used the pypinyin package 
combined with jieba Chinese segmentation system. The 
resulting Pinyin text had each tone appended their finals as 
numbers between 1 and 4.
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•News Categorization in Chinese
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•Some ideas
– 1. This model is successfully applied in Text Understanding, 

can we apply this model in language model? Letter 
embedding?

– 2. Recent research shows that it is possible to generate text 
description of images from the features learnt in a deep 
image recognition model. The models in this article show 
very good ability for understanding natural languages, and we 
are interested in using the features from our model to 
generate a response sentence in similar ways?

– 3. Natural language in its essence is time-series in 
disguise. Can we extend application for our approach 
towards time-series data?
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•Some ideas
– 4. In this article we only apply ConvNets to text 

understanding for its semantic or sentiment meaning. 
    Can we extend this approach towards NER or POS?
– 5. Can we learn from symbolic systems such as 

mathematical equations, logic expressions or 
programming languages?

– 6. Can we extend this approach towards other tasks, not just 
classification task?
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•Some ideas
– 7. The same idea came in the paper called <<Deep Speech: 

Scaling up end-to-end speech recognition>>.
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