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Crossmodal grounding



Self-supervised clustering 



Threshhold
• iterate through the data and  find the mean    and standard 

deviation of the pairwise dot-product similarity (referred to as 
𝑆𝑖𝑚) of two arbitrary sequences of gestures. This metric is updated 
using a moving average continuously.



Batch Clustering
• Arbitrarily chosen anchor pose 

sequence 

• other pose sequences in the 
batch           calculate similar 
score

• pose sequences whose similarity 
score greater than the threshold

assign to a batch-wise cluster



Global Clustering
• sample sequence          from the 

batch cluster

• sample sequences          from 
each of global clusters 

• check whether          belongs in 
an existing cluster in global 
clusters using 

• exceed the threshold, merge the 
batch cluster to the global cluster, 
else create a new global cluster



Crossmodal Cluster NCE



Experimental Results



Experimental Results

• CC-NCE produces better L1 scores than other baselines



Conclusion

• Crossmodal Cluster NCE loss can guide the latent space to learn 
the similarities and dissimilarities in the constructed clusters in the 
gesture domain


