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Discriminative model  VS  Generative Model

Discriminative model:

Ø Feature extraction

Ø Classifier

Generative model:

Ø Sampling 

Ø Inference



Sampling Method in Generative Model 

VAE
GAN

Sample from a specific distribution



Sampling Method in Generative Model 
Monte Carlo Markov Chain (MCMC): MC

Q: We have a probability density function(PDF) which is very complex. We want some sample point from such(PDF) to 
analyze some statistical Characteristics. How to sample. 

Monte Carlo (MC):

≈

q(x) is hard to compute: Accept & Reject 



Sampling Method in Generative Model 
Monte Carlo arkov hain (MCMC): MC

Markov Chain (MC):

t: times;        s:state

π0: init state (Markov Chain should be aperiodic)

if we want to do sample under a certain distribution, we just simulate the Markov process 
with stable distribution, after enough steps(times) of transfer, our sample distribution will 
be very close to the stable distribution 

MCMC:  M-H,  Gibbs

Inspired by Monte Carlo α(i,j) is accept & reject



Restricted Boltzmann machine
RBM

Visible
Hidden

V with Bias: b

H with Bias: c

(A joint distribution about v & h)

W



Restricted Boltzmann machine
RBM

Z

Z



Restricted Boltzmann machine
RBM

Def: Gibbs Steps: k, samples per batch: t

 for(i=0; i<k+t; i++)  

      p(vi+1|hi)

      p(hi+1|vi+1)      

 samples{(v,h)k+1, (v,h)k+2 , (v,h)k+t}
 



Restricted Boltzmann machine
RBM



Implicit Generation with EBM

Du, Y., & Mordatch, I. (2019). Implicit Generation and Modeling with Energy Based Models. In Advances in Neural Information Processing Systems (pp. 3603-3613).

Max Welling and Yee W Teh. Bayesian learning via stochastic gradient langevin dynamics. In Proceedings of International Conference on Machine Learning (ICML-11), pages 
681–688, 2011 (langevin dynamics)

wk is langevin dynamics

Sample Replay Buffer

Tijmen Tieleman. Training restricted boltzmann machines using approximations to the likelihood gradient. In Proceedings of the 25th international conference on Machine 
learning, pages 1064–1071. ACM, 2008.   (PCD)



Implicit Generation with EBM



Implicit Generation with EBM



Implicit Generation with EBM



Implicit Generation with EBM



Maximum Entropy Generators for EBM

Belghazi, I., Baratin, A., Rajeswar, S., Ozair, S., Bengio, Y., Courville, A., and Hjelm, R. D. Mine: mutual information neural estimation. arXiv preprint arXiv:1801.04062, ICML’2018, 2018. 
Girolami, M. and Calderhead, B. Riemann manifold langevin and hamiltonian monte carlo methods.  Journal of the Royal Statistical Society: Series B (Statistical Methodology), 73(2):123–214, 
2011.
Kumar, R., Goyal, A., Courville, A., & Bengio, Y. (2019). Maximum Entropy Generators for Energy-Based Models. arXiv preprint arXiv:1901.08508.



Maximum Entropy Generators for EBM

Belghazi, I., Baratin, A., Rajeswar, S., Ozair, S., Bengio, Y., Courville, A., and Hjelm, R. D. Mine: mutual information neural estimation. arXiv preprint arXiv:1801.04062, ICML’2018, 2018. 

Girolami, M. and Calderhead, B. Riemann manifold langevin and hamiltonian monte carlo methods.  Journal of the Royal Statistical Society: Series B (Statistical Methodology), 73(2):123–214, 
2011.



Maximum Entropy Generators for EBM



Maximum Entropy Generators for EBM



Maximum Entropy Generators for EBM



Maximum Entropy Generators for EBM



Flow & EBM

Flow Contrastive Estimation of Energy-Based Models

q(x) is a design issue 1. analytically tractable expression of normalized density
                                   2. easy to draw sample from
                                   3. close to data distribution 



Flow & EBM





Paper:

Training restricted boltzmann machines using approximations to the likelihood gradient  (RBM)

Bayesian learning via stochastic gradient langevin dynamics  (langevin dynamics)

Implicit Generation and Modeling with Energy-Based Models

A tutorial on energy-based learning

Learning deep representations by mutual information estimation and maximization  (JSD)

Maximum Entropy Generators for Energy-Based Models

Noise-contrastive estimation: A new estimation principle for unnormalized statistical models (NCE)

Flow Contrastive Estimation of Energy-Based Models

Code:

https://github.com/ritheshkumar95/energy_based_generative_models


