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Speech and Text Representations

Self-supervised Learning of Speech Audio Representations
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Choosing Audio Representations

« Removing Silences: rVAD, an unsupervised voice activity detection (VAD)

- Speech Audio Representations: uti¥wav2vec 2.009%1H{E TR
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Figure 2: Supervised phoneme classification using representations from different wav2vec
2.0 blocks on dev-other of English Librispeech. Low and high blocks do not provide good
features, while as blocks 14-19 do. Block 15 performs best.
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Figure 3: Supervised phoneme classification on eight languages of the MLS dataset in terms
of mean PER and standard deviation for different wav2vec 2.0 blocks to represent the raw
audio (cf. Figure 2). We consider English, German, Spanish, French, Italian, Dutch, Polish
and Portuguese.



Segmenting the Audio Signal

 |dentifying Speech Audio Segments: K-means

« Building Segment Representations: PCA. mean-pool
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Method ‘ Precision Recall F1

DAVEnet + peak detection (Harwath and Glass. 2019}
CPC + peak detection (Kreuk et al., 2020}

.893 712 .792
.839 836 .837

k-means on wav2vec 2.0 features 035 a79  .539
wav2vec-U Viterbi prediction .H98 662 .629

Table 1: Quantitative evaluation of segment boundaries with respect to human labeled
segment boundaries. We report precision, recall and f-measure using a 20ms tolerance.



Pre-processing the Text Data

e Phonemization: G2P

 Silence token insertion
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Figure 5: Unsupervised performance when augmenting the unlabeled text data with silence
tokens. We add silence tokens to the unlabeled text to better resemble the speech audio
which does contain silences. Silence tokens surrounding sentences and not removing silences
from the audio results in better performance (left), and we show different rates of silence
token insertion in the unlabeled text data (right). We report mean PER and standard
deviation over 20 random seeds of unsupervised training on Librispeech dev-other.



Unsupervised

Figure 6: Illustration of how generator outputs and real phonemized text are turned into
Real text is represented as a sequence of 1-hot vectors and
generator outputs for different segment representations are collapsed if consecutive segments

inputs to the discriminator.
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Objective

min max E_[logC(P")] — E_[log (1~ C(G(S)))] = ALgp +VLep + 1Lpa

« Gradient penalty ﬁsfpfﬁf,[(”wfﬁ)”‘l)?]
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Unsupervised Cross-Validation Metric
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How effective is this metric?
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Figure 7: Effectiveness of the unsupervised cross-validation metric for model development
compared to using a labeled development set (Supervised). We report PER on TIMIT
core-dev/test (§ 5.1) for the GAN (wav2vec-U) and with self-training (wav2vec-U + ST).
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Self-Training
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Results

Comparison to Supervised Speech Recognition on Librispeech

Comparison to Prior Unsupervised Work

Performance on non-English languages

Application to Low-resource Languages



Librispeech

Model Unlabeled LM dev test
data clean other clean other
960h - Supervised learning
DeepSpeech 2 (Amodei et al.. 2016) - H-gram - - 533 13.25
Fully Conv (Zeghidour et al., 2018) - ConvLM 3.08 994 326 1047
TDNN+Kaldi (Xu et al.. 2018} - 4-gram 271 7.37 312 7.63
SpecAugment (Park et al., 2019) - - - - 2.8 6.8
SpecAugment (Park et al., 2019) - RNN - - 2.5 5.8
ContextNet (Han et al.. 2020 - LSTM 1.9 3.9 1.9 4.1
Conformer (Gulati et al., 2020) - LSTM 2.1 4.3 1.9 3.9
960h - Self and semed learning
Transf. + PL (Synnaeve et al.. 2020 LL-60k CLM+Transt. 2.00  3.65 209 4.11
IPL (Xu et al.. 2020b) LL-60k  4-gram+Transf. 1.85 3.26 2.10 4.01
NST (Park et al.. 2020 LL-60k LSTM 1.6 3.4 1.7 3.4
wav2vec 2.0 (Baevski et al.. 2020c¢) LL-60k Transf. 1.6 3.0 1.8 3.2
wav2vec 2.0 + NST (Zhang et al.. 2020b)  LL-60k LSTM 1.3 2.6 14 2.6
Unsupervised learning
wav2vec-U LARGE LL-60k 4-pram 13.3 151 138 18.0
wav2vec-U LARGE + ST LL-60k 4-gram 3.4 6.0 3.8 6.5
LL-60k Transf. 3.2 5.5 34 5.9

Table 2: WER on the Librispeech dev/test sets when using 960 hours of unlabeled audio
data from Librispeech (LS-960) or 53.2k hours from Libri-Light (LL-60k) using represen-
tations from wav2vec 2.0 LARGE. Librispeech provides clean dev/test sets which are less
challenging than the other sets. We report results for GAN training only (wav2vec-U) and
with subsequent self-training (wav2vec-U + ST).



Table 3: TIMIT Phoneme Error Rate (PER) in comparison to previous work for the matched

T I M I T and unmatched training data setups (§ 5.1). PER is measured on the standard Kaldi dev
and test sets (core-dev/core-test) as well as a slightly larger version of the test set (all-test)
as used by some of the prior work. (*) indicates experiments that do not use the standard
split excluding SA utterances.

Model LM core-dev  core-test  all-test

Supervised learning

LiGRU (Ravanelli et al.. 2018) - = 14.9 &
LiGRU (Ravanelli et al.. 2019) - - 14.2 -
Self and semi-supervised learning

vg-wav2vec (Baevski et al., 2020b) - 9.6 11.6 -
wav2vec 2.0 (Baevski et al.. 2020c) - T4 8.3 -
Unsupervised learning - matched setup

EODM (Yeh et al.. 2019) H-gram z 36.5 -
GAN* (Chen et al.. 2019) 9-gram - - 48.6
GAN + HMM?* (Chen et al.. 20191 9-gram - - 26.1
wav2vec-U 4-gram 17.0 17.8 16.6
wav2vec-U + ST 4-gram 11.3 12.0 11.3
Unsupervised learning - unmatched setup

EODM (Yeh et al.. 2019} H-gram - 41.6 -
GAN* (Chen et al., 2019) 9-gram - - 50.0
GAN + HMM?* (Chen et al.. 20191 9-gram - - 33.1
wav2vec-U~" 4-gram 21.3 22.3 24.4

wav2vec-U + ST* 4-gram 13.8 15.0 18.6




non-English languages

: Labeled : , ' )
Model ik o LM ‘ de nl fx es it pt | Avg
Labeled training hours (full) | 2k 1.6k 1.1k 918 247 161 |
Supervised learning
Pratap et al. (2020 full S5-gram | 6.49 12.02 5.58 6.07 10.54 19.49 | 10.0
Unsupervised learning
wav2vec-U Oh 4-gram | 32.5 40.2 39.8 33.3 H&1 H9.8 | 43.9
wav2vec-U + ST Oh 4-gram | 11.8 214 147 11.3 263 26.3 | 18.6

Table 4: WER on the Multilingual Librispeech (MLS) dataset using representations from
the wav2vec 2.0 XLSR-53 model. We consider German (de), Dutch (nl), French (fr), Spanish
(es), Italian (it), Portuguese (pt).



Low-resource Languages

Model tt ky Model SW
Supervised learning Supervised learning
Fer et al. (2017 42.5 38.7 Besacier et al. (2015) 27.36
m-CPC (Riviére et al.. 2020) 42.0 41.2 - -
XLSR-53 (Conneau et al.. 2020) 5.1 6.1 Unsupervised learning
- - wav2vec-U 52.6
Unsupervised learning wav2vec-U + ST 399
wav2vec-U 25.7 24.1
wav2vec-U + HMM 13.7 14.9 Table 6: WER for Swahili from the
ALFFA corpus. We compare to the su-
Table 5: PER for low-resource languages, pervised baseline of the ALFFA project.

Tatar (tt) and Kyrgyz (ky).



Self-training Strategies

Model LM core-dev  core-test all-test
wav2vec-U 4-gram 17.0 17.8 16.6
+ HMM 4-gram 13.7 14.6 135
+ HMM + HMM 4-gram 13.3 14.1 13.4
+ HMM resegment + GAN 4-gram 13.6 14.4 13.8
+ fine-tune 4-gram 12.0 12.7 121
+ fine-tune - 12.1 12.8 12.0
+ fine-tune + fine-tune - 12.0 12.7 1210
+ HMM + fine-tune - 11.3 11.9 11.3
+ HMM + fine-tune 4-gram 11.3 12.0 118

Table 7: PER on TIMIT for various self-training strategies. We compare the performance
of just the GAN output (wav2vec-U) to one or two iterations of subsequent self-training
with an HMM. We contrast this to using the HMM for re-segmenting the audio data as done
in prior work (Chen et al., 2019). We also consider self-training based on fine-tuning the
original wav2vec 2.0 model (fine-tune) in or two self-training iterations (Xu et al., 2020a)
as well as a combination of HMM and fine-tuning-based self-training.
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