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TRILLSSON: DISTILLED UNIVERSAL PARALINGUISTIC SPEECH REPRESENTATIONS

• Recent advances in self-supervision have dramatically 
im_x0002_proved the quality of speech representations. However, 
de_x0002_ployment of state-of-the-art embedding models on 
devices has been restricted due to their limited public availability and
large resource footprint.

• In this work, we use CAP12 as the teacher and distill this model to 
several “lite” architectures based on the teacher-student distillation 
approach.
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• 1. Audio Spectrogram Transformer (AST) is a Transformer-based 
model for audio classification. We train student models with different 
depths and widths.

• 2. EfficientNetv2 was designed by neural architecture search on image 
classification. The architecture is mobile friendly. Different versions of 
this architecture vary in terms of depths and filters.

• 3. Resnetish are modified ResNet-50 architectures designed to take 
audio spectral features as input. Different versions of this architecture 
include different depths and different number of filters per layer.
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WavThruVec: Latent speech representation as intermediate features for neural speech synthesis
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Robust Speaker Recognition with Transformers Using wav2vec 2.0
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SHAS: Approaching optimal Segmentation for End-to-End Speech Translation
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