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Catalog

1. Context-aware Multimodal Fusion for Emotion Recognition
* The Chinese University of Hong Kong and Lightspeed & Quantum Studios

2. Robust Self-Supervised Audio-Visual Speech Recognition
* Toyota Technological Institute at Chicago and Meta AI

3. Audio-Visual Scene Classification Based on Multi-modal Graph Fusion
* East China University of Science and Technology

4. Interactive Co-Learning with Cross-Modal Transformer for Audio-Visual Emotion Recognition
* NTT Corporation

5. Perceiver: General Perception with Iterative Attention
* DeepMind

6. Perceiver IO: A general architecture for structured inputs & outputs
* DeepMind



• investigate whether synthetic speech carries breathing pattern related information in the same way as natural human speech

1. On Breathing Pattern Information in Synthetic Speech
* Idiap Research Institute and Ecole polytechnique fed´ erale de Lausanne

• irrespective of the TTS approach tends to not 
carry breathing pattern related information in 
the same way as natural human speech. 

• the alterations done to the natural human 
speech signal during voice conversion is not 
strongly altering the breathing pattern related 
information.



• Which factors contribute to success, and which are accidental 

for audio deepfake detection

1. that average EER on ASVspoof drops from 19.89% to 9.85% when 
the full-length input is used. four-second clip is insufficient for the 
model to extract useful information compared to using the full 
audio file as input. (the numerous works that use fixed-length 
inputs suggest otherwise.)

2. The ‘raw’ models outperform the feature-based models

3. Simply replacing melspec with cqtspec increases the average 
performance by 37%, all other factors constant.

• Evaluate generalization capabilities
• Often, the models do not perform better than random guessing

2. Does Audio Deepfake Detection Generalize?
* Fraunhofer AISEC and Technical University Munich and why do birds GmbH



• adjacency matrix

3. Audio-Visual Scene Classification Based on Multi-modal Graph Fusion
* East China University of Science and Technology

• Only the k-top edges with high similarity of 
each sample are retained

• DM-GCN

• AT-GCN



3. Audio-Visual Scene Classification Based on Multi-modal Graph Fusion
* East China University of Science and Technology



• Audio encoder

4. Interactive Co-Learning with Cross-Modal Transformer for Audio-Visual Emotion Recognition
* NTT Corporation

• Visual encoder

• Cross-modal encoder

• Multi-label classifier • Interactive co-learning



• Motivation
• The perception models are designed for individual modalities, often relying on domain-specific assumptions

• How to build a universal modal?

• Scale quadratically with the number of inputs, in terms of both memory and computation.
• How to handle very large inputs?

• Methods

5. Perceiver: General Perception with Iterative Attention
* DeepMind
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• Methods

5. Perceiver: General Perception with Iterative Attention
* DeepMind

Origin: O(M2)

New: O(MN + LN2)

• Experiments



• Motivation
• Perceiver can only handle simple output spaces like classification

• how to handle a host of new domains without sacrificing the benefits of deep, domain-agnostic processing?

• Methods

6. Perceiver IO: A general architecture for structured inputs & outputs
* DeepMind



• Experiments

6. Perceiver IO: A general architecture for structured inputs & outputs
* DeepMind


