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1. On Breathing Pattern Information in Synthetic Speech

* Idiap Research Institute and Ecole polytechnique fed” erale de Lausanne

* investigate whether synthetic speech carries breathing pattern related information in the same way as natural human speech

Features | Classifier | Measure | Al vC TTS TTIS.VC ‘ Attack type ‘ Our study ‘ ASVSpoof2019
Embeddings from CNN pre-trained on Philips database _ AUC EER FER (21]
S e Wl m o e | o
Pre-trained Neural Network - : 76 [2.38 -7, :
Raw Waveform]ﬂ AUC 9035 5992 994 997 AD9 TTS 99.3 3.31[0.45 - 12.36] 0.06
[ (BPE) o YT | ER |iess 4275 25 13 AlL| TS | Lelomisas | 0%
SVM AUC | 8951 5942 9842 9878 AL2 TTS 9885  4.6(L6-10.13] 375
J fua(BPE) EER | 1698 4354  4.29 3.48 A3 | TTSVC [9975  131[031-722) 12.41
) " RE AUC | 9065 6244 9893  99.54 Al4 | TISNC | 9967  2.13[0.73-4.82] 288
[Nr—:-ural emheddlngs}t:v MLP EER | 1702 4102 422 26 AlS | TTSVC | 9968  1.79[0.53- 4.78] 32
VM AUC | 8935 6143 9754 0817 Al6 TTS 9932 327(1.69-537 0.02
ﬂ BoAW (BPE EER 1769 41.62 7 6.01 Al7 vC 52.96 48.07 [42.93-51.22] 15.93
oAW(BPE) . AuCc | ooss 6272 9916 906 A8 ve 61.82 4151 [38.9 - 4538] 5.59
[Functionals (mean, std) BoAW | = EER | 1760 4001 414 5 A19 vC 658  38.25 [35.66 - 39.74] 0.06
! SVM’ RF 2 seconds speech input
AUC | 8456 4794 9508  96.63
BPE MLP EER | 215 5159 1089 872
VM AUC | 8752 5792 9585 977
Juo(BEE) EER | 2008 4439 1063 749
e AUC | 89.15 5668 9861 9955 i
RF EER 1893 45.41 595 27 T-SNE projection for f, 5(BPE) .
UM AUC | 88.18 5207 0891  00.18 S
) EER | 1928 4857 424 297 . T
. . BoAW(BFE) - AUC | 8804 5114 09901 9934 + TTSAC
* irrespective of the TTS approach tends to not EER | 1951 dsd6 461 32
Embeddings from CNN pre-trained on UCL_SBM database
carry breathing pattern related information in 3 secmds speech fnput
e | e | (B we e
- 2.0 20 N
the same way as natural human speech. AT [T R W
Juo(BEE) EER | 1748 4296 362 235 x
: ue AUC | 9076 6085 99.64 9993
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h . I d . . . . UM AUC | 90.11 5832 0058 008 T-SNE projection for f, ,(BPE)
) EER | 1729 4444 275 1.74 1
speech signal during voice conversion is not peaware | T | B e 2 . u
. . EER | 1707 4262 246 0.63 . TS
strongly altering the breathing pattern related FyPe—— i
. . AUC | 8984 6024 9842 004l
| nfO rm at on. BPE MLP EER | 1748 4314 556 3.08
UM AUC | 8807 5828 9725 9645
f..2(BPE) EER | 1897 4392 867 9.44
ue RE AUC | 8848 5497 9855 9846
EER | 1871 471 585 6.25
VM AUC | 8925 5591 9921 9934 x
BoAW (BPE) EER | 1769 4579 353 3.03 o
oAt RE AUC | 9001 5792 9962  99.7 (b) UCLSBM
EER | 1719 4372 249 244




2. Does Audio Deepfake Detection Generalize?
* Fraunhofer AISEC and Technical University Munich and why do birds GmbH

* Which factors contribute to success, and which are accidental

for audio deepfake detection

1. that average EER on ASVspoof drops from 19.89% to 9.85% when
the full-length input is used. four-second clip is insufficient for the
model to extract useful information compared to using the full
audio file as input. (the numerous works that use fixed-length
inputs suggest otherwise.)

2. The ‘raw’ models outperform the feature-based models

3. Simply replacing melspec with cqtspec increases the average
performance by 37%, all other factors constant.

* Evaluate generalization capabilities
e Often, the models do not perform better than random guessing

ASVspoofl9 eval

In-the-Wild Data

Model Name Feature Type  Input Length EER% i-DCF EER%
cqispec Full 6.35420.39  0.17420.03 65.559+11.14
cqispec 45 15.53420.10  0.51220.00 T001524.74
logspec Full 7.5370.42  0.141%0.02 72.515£2.15
logspec 45 222712236  0.377£0.01 9L.110£2.17
melspec Full  15.08932273 0428005 T0.311£2.15
melspec 45 302582338 0.50320.04 B1.94223.50
cqispec Full 6.762+0.27  0.178£0.01 66.684£1.08
cqispec 45 232284398  0.468x0.06 75.31748.25
logspec Full T 8BEX0.57  0.18020.05 77.12244 91
logspec 45 14.958£237  0.35420.03 BO6516.14
melspec Full 134874559  0.37440.14 T0.98649.73
melspec 45 195342257 04494002 B5.1181.01
cqispec Full 6.228+0.50  0.1130.01 61.500£1.37
cqispec 45 20857014 04TEx0.01 72.251£2.97
logspec Full 9.936+1.74  0.158x0.01 79.1090.84
logspec 45 13.018£3.08  0.33020.05 79.706+15.80
melspec Full 9.260+1.33  0.240:0.04 62.30420.17
melspec 45 279482464  048320.03 B2.85743.49
cqispec Full 7.162£0.27  0.127£0.00 53.711+11.68
cqispec 45 144094219 0.38240.05 558804088
logspec Full 103142081  0.160x0.00 73.111%£2.52
logspec 45 23232032 0.51220.00 T8.071£0.49
melspec Full 162162292  0.3580.00 63.957£7.70
melspec 45 374632046  0.55320.01 64.297£2.23
cqispec Full  11.3532£1.00 03262003 50.007+14.69
cqispec 45 219732496  045320.09 68.192+12.47
logspec Full  10.019£0.18  0.238£0.02 37.414£9.16
logspec 45 163774372 0.37520.09 T2.75346.62
melspec Full  14.058+567 0.331x0.11 61.996+12.65
melspec 45 214844351 0.408£0.03 51.980+15.32
cqispec Full 7422£1.61  0.21920.07 534.544211.50
cqispec 45 203952203  0.42620.06 63.92822.57
logspec Full B.369£1.06  0.170£0.05 46.939£5.81
logspec 45 111242079 0.26320.03 BO.707+12.03
melspec Full  11.305+£180 0.321+0.06 58.405+11.28
melspec 45 217614026  0.467+0.00 64 415+15.68
cqispec Full 6.552+0.49  0.140£0.01 49.759£0.17
cqispec 45 1B3TR£1.76 04324007 61.827£7 .46
logspec Full 7386042 0.139£0.02 80.21240.23
logspec 45 155214183  0.387+0.02 BE.72942 B8
melspec Full  21.6538x2.56  0.551x0.04 776142147
melspec 45 2BITR033 0489001 B3.00627.17
cqispec Full TA9B:0.34  0.129x0.01 43.775£2.85
cqispec 45 112562007  0.329+0.00 48.208+1.49
logspec Full 9.949+1.77  0.210£0.06 64 T892 B8
logspec 45 13.93521.70  0.3200.03 444062217
melspec Full 20813644  0.39420.10 73.30742 81
melspec 45 264952176  0.495x0.00 68.40745.53

C raw Full  15.658+0.35  0.312x0.01 44.500£8.13

C raw 45 196402162 0.360+0.04 417104486

RawNet2 raw Full 3.154£0.87  0.078£0.02 37.819£2.23

RawNet2 raw 45 43512029  0.13240.01 33.943£2.59

RawPC raw Full 3.092+0.36  0.071£0.00 45.715+12.20

RawPC raw 45 3.067£0.91  0.097£0.03 52 8844608

RawGAT-ST raw Full 1.229+0.43  0.03620.01 37.154£1.95

RawGAT-ST raw 45 2.297+0.98  0.07420.03 38.767£1.28




3. Audio-Visual Scene Classification Based on Multi-modal Graph Fusion

* East China University of Science and Technology
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3. Audio-Visual Scene Classification Based on Multi-modal Graph Fusion

* East China University of Science and Technology

Table 1: The effectiveness of GCN in embedding optimization.

Audio-only Visual-only
Model Log-loss Acc  Log-loss Acc
without GCN 0.962 68.4% 0.720 86.2%

with GCN 0929  72.1% 0592  88.1% i Tas v
& ~f ‘ [ Airport
2% % “ 3 : / : [ Shopping mall
Table 2: Performance comparison on the development dataset. B e ;
ot A Metro station
s Vi = [ Street_pedestrian
Model Audio-Visual o
Log-loss Acc 2 ;
(b) [ Public_square
[13] 0.658 77.0%
[15] 0.688 88.3% [ Street_traffic
Mean-GCN 0.358 90.4% T
AT-GCN(ours) 0304  90.7% ) W
DM-GCN(ours) 0.329 91.3% B ¥ [ Bus
= i . SN ;&"'“ H Metro
- ‘:_{h.“\ )a & Park

Table 3: Complexity comparison of fusion modules. (d)

Figure 2: Visualization of embeddings by t-SNE. (a) and (b) are output embeddings before and after GCN optimization in audio

Model Model Complex'lty modality, (¢) and (d) are output embeddings before and after GCN optimization in video modality.
Parameters Time
[15] 272k 89 hours
Mean-GCN 86k 5 hours
AT-GCN(ours) 182k 5 hours

DM-GCN(ours) 86k 5 hours




4. Interactive Co-Learning with Cross-Modal Transformer for Audio-Visual Emotion Recognition
*NTT Corporation

y i i

* Audio encoder : : : : . :
Multi-label classifier Multi-label classifier Multi-label classifier
A b0 LTI TITIT IR I 11 I I1]1].

A,, = AddPosition(A.,),

Ay = TransformerEnc(Apo; ;{ldio): Cross-modal encoder Cross-modal encoder Cross-modal encoder
A = AddAudioSegment(A::; 0:4i0), A““‘*‘ Vf‘lfifff A“.‘*.‘ V*ffff{-f
) . +t + ¢+ ¢+ ¢ 1 + + 4+ 4+ 4 24

networks, and AddAudioSegment() is a function that adds a il e Visual encoder St e il nien

continuous vector in which speech segment information is em-

JITTTT R TTTTTT I TTTTT T

Ll
s A c
* Visual encoder ¢
(a). Audio-visual emotion recognition (b). Audio emotion recognition (c). Visual emotion recognition
. gcnn
1fcnn = CNN(C: visual):
Voo = AddPOSltlon( 1VCIMI): Table 2: Recognition performances for target emotions. “A”, “V”, and “A+V” represent the usage of the audio features alone, the
Vi = 'TraIleDrmerEnC( Vio: o' 1 visual features alone, and both of the audio and visual features. wF1 and mF1 are the weighted and macro F1s, respectively.
Pos Pvisual /s Happy Sad Anger Surprise Disgust Fear Average
e ppy g 7 i3 g

Vv — Addesualsegment (‘[Lr; Gvisual ) . Training Inference wF1 mF1 wF1 mF1 wF1 mF1 wF1 mF1 wF1 mF1 wF1 mF1 wF1 mF1

’ Baseli A A 642 641 709 591 740 504 861 483 798 610 880 505 | 772 57.1

aseiine v v 60.5 604 702 570 749 610 859 480 782 570 878 498 | 763 555

° - d I d A 582 579 700 545 694 531 864 511 775 515 818 481 | 749 537

c ross m o a e n co e r Conventional AV Vv 619 617 699 570 737 616  86.1 408 764 584 874 507 759  56.5

A+V 636 633 721 589 746 620 862 503 794 618 880 507 773 57.8

Interactive A 639 637 719 598 724 603 863 549 80.1 644 879 488 | 771 587

Concat(A, V') if audio-visual features are used, Proposed co-learnin \Y 60.0 602 685 560 742 616 861 480 778 580 875 539 | 757 563

Z A if audio features are only used g A+V 66.0 660 722 622 755 638 860 475 8LO 665 874 550 | 780  60.2

0 = S sed,
|4 if visual features are only used,

Z = TransformerEnc(Zy; Ocross)

« Multi-label classifier * Interactive co-learning
Lav(©) = 7iilogP(l§c\St;C“®),
o = AttentivePooling(Z; 0fst.), =i
y = Swish(o;0Lha), La(@) = *égf’g”msﬁ@)‘ O = argmin{Lav(©) + £LA(©) + Ly (O)}.
y = Sigmoid(y;6:L,), f®) = - ugruicne) °

t=1 k=1



5. Perceiver: General Perception with Iterative Attention
* DeepMind

* Motivation
* The perception models are designed for individual modalities, often relying on domain-specific assumptions

* How to build a universal modal?
* Scale quadratically with the number of inputs, in terms of both memory and computation.
* How to handle very large inputs?

e Methods

Weights optionally shared between repeats Q ( N C)

Latent
Transformer
(T

Latent array
(NxD)
(I
Logits

Cross
Attention

Latent
Transformer

mm) QKT(N x M) )
K (M x C) V(ch)ﬂ(QK)V(NXC)

(MxC)

Byte array




5. Perceiver: General Perception with Iterative Attention
* DeepMind

e Methods

Weights optionally shared between repeats

>
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=0
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S
faa)
. . . 2
Origin: O(M?)
Model / Inputs Audio | Video | A+V e Srera T QAIC;uraCy
N Benchmark (Gemmeke et al., 2017) 31.4 - = ointNet++ (Qi et al., ) .
([
EX p erime ntS Attention (Kong et al., 2018) 327 |- - ResNet-50 (FF) 66.3
Multi-level Attention (Yu et al., 2018) 36.0 - s ViT-B-2 (FF) 78.9
ResNet-50 (Ford et al., 2019) 38.0 - - ViT-B-4 (FF) 73.4
R(FSNC[*SO (He ct.al.._2016} 77.6 CNN-14 (Kong et al., 2020) 43.1 _ _ ViT-B-8 (FF) 65.3
ViT-B-16 (Dosovitskiy et al., 2021) | 77.9 CNN-14 (no balancing & no mixup) (Kong et al., 2020) | 37.5 - - ViT-B-16 (FF) 596
ResNet-50 (FF) 735 G-blend (Wang et al., 2020¢) 324 | 188 | 418 sl
ViT-B-16 (FF 76.7 : : Transformer (44x44) 82.1
IT-B-16 (FF) : Attention AV-fusion (Fayek & Kumar, 2020) 384 257 46.2 S — 857
grans‘form(;rl:()64x64, FF) ?’ ;g Perceiver (raw audio) 38.3 25.8 43.4 :
erceiver . :
BETGeIver el peetioprmy) ca i 452 Table 4. Top-1 test-set classification accuracy (in %) on Model-

Table 1. Top-1 validation accuracy (in %) on ImageNet. Models Net40. Higher is better. We report best result per model class,

Table 3. Perceiver performance on AudioSet, compared to state-of-the-art models (mAP, higher is better).



6. Perceiver 10: A general architecture for structured inputs & outputs

* DeepMind

* Motivation

* Perceiver can only handle simple output spaces like classification
* how to handle a host of new domains without sacrificing the benefits of deep, domain-agnostic processing?

e Methods

C
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| Eun) ” 1
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[ position 7] r task_id X ¥ t is_video
BN Y| T m Optical flow l EN _SEE  BEN
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AN N N > oo
... @512 .. @8

entities tasks -

Figure 3: We construct queries with output-specific features to produce outputs with different
semantics. For settings where each output point differs only in its position, like language, a position
embedding can be used. Input features for the target output can also be used to query, either alone
(as for StarCraft II) or alongside position features (as for flow). For multi-{task, modal} settings we
use one embedding for each {task, modality} instead of each position. A single learned embedding
suffices for simple classification tasks, like ImageNet. For tasks with heterogeneous outputs like
multimodal autoencoding, features that are specific to some queries (like xy position) can be combined
with modality embeddings, which also pad embeddings to fixed length.



6. Perceiver 10: A general architecture for structured inputs & outputs

* DeepMind

* Experiments

Model Tokenization M N  Depth Params FLOPs SPS Avg.
BERT Base (test) SentencePiece 512 512 12 110M 109B - 81.0
BERT Base (ours) SentencePiece 512 512 12 110M 109B 73  81.1
Perceiver 10 Base SentencePiece 512 256 26 223M 119B 74 812
BERT (matching FLOPs) UTF-8 bytes 2048 2048 6 20M 130B 29 715
Perceiver 10 UTF-8 bytes 2048 256 26 201M 113B 7.6  81.0
Perceiver 10++ UTE-8 bytes 2048 256 40 425M 241B 42 818

Network Sintel.clean Sintel.final KITTI

PWCNet (Sun et al., 2018) 2.17 291 5.76

RAFT (Teed & Deng, 2020) 1.95 2.57 4.23

Perceiver 10 1.81 242 4.98




