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Experiments Results

• Lip reading

N=0, 44, 88, 132 for English and N=0, 56, 112, 168 for Mandarin.
For LRW, the best word accuracy of 85.41% is achieved when N=88. The proposed framework 
improves the baseline with a margin of 1.27%. For LRW-1000, the best word accuracy is 50.82% 
when N=112 by improving the baseline performance with 5.89%. The proposed framework improves 
the performance regardless of the number of memory slots from the baseline in both languages.



Experiments Results

• Speech reconstruction from silent video

Moreover, with WaveNet vocoder instead of Griffin-Lim, 
we can improve the scores as close to that of the ground 
truth.



Experiments Results

• Speech reconstruction from silent video

We conduct an ablation study on different memory slot size, which is shown in supplementary 
material. It shows the best scores of 0.738 STOI, 0.579 ESTOI, and 1.984 PESQ when N=150. 
Moreover, the performance of the proposed framework improves regardless of the number of 
memory slots, which verifies its effectiveness.



Experiments Results

• Learned representation inside memory
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Experiments Results

• Comparison with methods finding a common latent space of 
multi-modality



Conclusion

• With this audio-visual multi-modal bridging framework, that can utilize both audio and visual 
information, even with uni-modal inputs.

• The proposed framework achieves the most advanced performance in both lip-reading and 
speech reconstruction from silent video.

• the proposed framework can bypass the difficulty of finding a common representation of 
different modalities while bridging them.



Thanks


