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Baseline

ZeroSpeech 2021 is a challenge aimed at Spoken Language Modelling. This task consists in learning language 
models directly from raw audio in an unknown language, without any annotation or text.



Lexicon: sWUGGY spot-the-word metrics

Lexical semantics: sSIMI similarity metrics

Syntax: sBLIMP acceptability metrics



Speech Representation Learning Combining Conformer CPC with 
Deep Cluster for the ZeroSpeech Challenge 2021





Information Retrieval for ZeroSpeech 2021: The Submission by 
University of Wroclaw

• Factoring Out Speaker Identities

• Averaging with Centroids





Analyzing Speaker Information in Self-Supervised Models to Improve 
Zero-Resource Speech Processing




