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u-HuBERT

• Mask multimodal data in self-supervised learning, to learn the 
correlation among modalities

Hsu W N, Shi B. u-HuBERT: Unified Mixed-Modal Speech Pretraining And Zero-Shot Transfer to 
Unlabeled Modality[C]//Advances in Neural Information Processing Systems.



u-HuBERT

• Use one modality to fine-tune can obtain good performance with 
other modalities.



Dict-TTS

• Distinguish pronunciations of Chinese char, using extra knowledge

Jiang Z, Zhe S, Zhao Z, et al. Dict-TTS: Learning to Pronounce with Prior Dictionary Knowledge for Text-to-
Speech[J]. arXiv preprint arXiv:2206.02147, 2022.



Dict-TTS



Dict-TTS



Gesture generation

Liu X, Wu Q, Zhou H, et al. Audio-Driven Co-Speech Gesture Video Generation[J]. arXiv preprint 
arXiv:2212.02350, 2022.





Reduce gap between streaming and non-
streaming ASR
• In this paper, we argue that one 

main cause of such WER gap is 
that all the existing models are 
constrained to be locally 
normalized which makes them 
susceptible to label bias problem.

• Using a non-normalized form 
w(c)/Z instead of p© for each 
frame.

Variani E, Wu K, Riley M, et al. Global Normalization for Streaming Speech Recognition in a Modular 
Framework[J]. arXiv preprint arXiv:2205.13674, 2022.



Two-level CPC with variable rate

Cuervo S, Łańcucki A, Marxer R, et al. Variable-rate hierarchical CPC leads to acoustic unit discovery in 
speech[J]. arXiv preprint arXiv:2206.02211, 2022.



Two-level CPC with variable rate

• Using a boundary detector



SqueezeFormer: better than conformer

Kim S, Gholami A, Shaw A, et al. Squeezeformer: An Efficient Transformer for Automatic Speech Recognition[J]. 
arXiv preprint arXiv:2206.00888, 2022.





Result on librispeech



Self language to produce concept

Yan C, Carnevale F, Georgiev P, et al. Intra-agent speech permits zero-shot task acquisition[J]. arXiv
preprint arXiv:2206.03139, 2022.



Wav2.0 activations corresponds to brain 
activations

Millet J, Caucheteux C, Orhan P, et al. Toward a realistic model of speech processing in the brain with self-
supervised learning[J]. arXiv preprint arXiv:2206.01685, 2022.



Multiple style encoder

Huang R, Ren Y, Liu J, et al. GenerSpeech: Towards Style Transfer for Generalizable Out-Of-Domain Text-to-
Speech[C]//Advances in Neural Information Processing Systems.





Binarizing connections on self-training 
model

• https://github.com/GATECH-EIC/S3-Router

• Fu Y, Zhang Y, Qian K, et al. Losses Can Be Blessings: Routing Self-Supervised Speech Representations 
Towards Efficient Multilingual and Multitask Speech Processing[J]. arXiv preprint arXiv:2211.01522, 2022.





Wav2Vec as additional code

Lee S H, Kim S B, Lee J H, et al. HierSpeech: Bridging the Gap between Text and Speech by Hierarchical 

Variational Inference using Self-supervised Representations for Speech Synthesis[C]//Advances in Neural 
Information Processing Systems.




