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Weakly Supervised Learning



Supervised learning

• Concepts
• learning from a large number of examples

• each example has its individual label.

• Pros and Cons
• task-related, good performance (deep neural networks)

• high cost of data labeling.



Weakly supervised learning

• Concepts
• learning with weak supervision.

• noisy, limited, or imprecise sources

• Three types of weak supervision
• incomplete: speaker / image categorization

• inexact: object in a video / image / doc.

• inaccurate: crowdsourcing



Weak supervision



Incomplete Supervision

• Active learning
• with human intervention

• labels can be queried from an oracle.

• Semi-supervised learning
• without human intervention

• automatically exploit unlabeled data to improve performance



Incomplete Supervision



Active learning

• Goal
• minimize the number of queries to minimize labeling cost

• to select valuable unlabeled data

• Selection criteria
• informativeness: uncertainty and entropy (0.55 vs. 0.99; 4:3 vs 6:1)

• representativeness: sampling distribution (clusters)



Semi-supervised learning

• Goal
• data without labels to help construct models



Explanation by GMM



Semi-supervised learning

• Goal
• data without labels to help construct models

• Data assumptions
• cluster assumption (the same cluster has the same class)

• manifold assumption (nearby instances have similar predictions)



Semi-supervised learning

• Categories
• generative methods (GMMs)

• graph-based methods (knowledge graph: relation completion)

• low-density separation methods (S3VMs)



S3VMs vs. SVM



Semi-supervised learning

• Categories
• generative methods (GMMs)

• graph-based methods (knowledge graph: relation completion)

• low-density separation methods (S3VMs)

• disagreement-based methods (co-training)



Inexact Supervision

• Multi-instance learning
• object in a video / image / doc.

• Bag generates instances based on concept.



Inaccurate Supervision

• Learning with label noise
• add error rate in the cost function

• data editing



Inaccurate Supervision

• Learning with label noise
• add error rate in the cost function

• data editing

• crowdsourcing
• ensemble methods with voting

• spammer elimination

• combine with economics (Nash equilibrium)



Quick summary

• Weakly supervised learning 

• Weak supervision
• Semi-supervised learning



Self-Supervised Learning



• Self-supervised learning is supervised learning without human-annotated labels.

Self-supervised learning



Learning representation without supervision

• Generative model
• AE, VAE, PixRNNs …

• Discriminative model
• objective function is the same as supervised learning.

• perform on pretext task.

• but inputs and labels are derived from an unlabeled dataset.



SimCLR

• data augmentation operations

• projection head

• contrastive loss function



Data augmentation



Projection head



Contrastive loss

NT-Xent -> 1:1 + 1:2N-1
NT-Logistic -> 1:1
Margin Triple -> 1:1 + 1:1



Contrastive loss

Larger batch sizes and longer training compared with supervised learning



Self-supervised methods



Semi-supervised methods



Transfer learning



Quick summary

• Speaker representation


